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Most existing work assumes the network structure is known or is
readily available. However, the network topology could be radically
altered due to an adversarial attack or a power outage. In this work,
we propose a novel Bayesian sequential learning algorithm to
adaptively reconstruct network connectivity. A sophisticated method
of sequentially selecting the nodes is implemented using the between-
node expected improvement. This algorithm has been applied to real
network data: IEEE118-Bus System, and Barabasi-Albert network for
𝑚 = 1 and 𝑚 = 2. The performance is measured and compared
against randomly selecting the nodes. Our algorithm is an
improvement over traditional reconstruction efforts when faced with
limited data and is robust to varying noise levels.

Abstract

Background

Spike and Slab Priors [2, 3]
● A sparse Spike-and-Slab prior distribution is placed on all edges 
● The connectivity learned from the reconstructed nodes will be 

incorporated as a prior to select the next node and will then update 
the prior knowledge
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Expected Improvement [4, 5]
Improvement by adding the node 𝑠 is given by:
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Sequential Network Reconstruction

● When node 7 is first selected and evaluated, 𝑝 𝑥7,8 and 
𝑝 𝑥7,9 are obtained via Spike and Slab

● In the undirected network setting, 𝑝 𝑥8,7 and 𝑝 𝑥9,7 also 
becomes available

● In this case, owing to significant 𝑝 𝑥7,8 and negligible 𝑝 𝑥7,9 , 
addition of node 7 diminishes the utility to select node 3

● Thus, node 6 is favored in the set through expected improvement

Methodology
Reconstruction Error:

Error:𝐀 =
𝑨 − B𝑨 1
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● 𝑁 = 118,𝑀 = 60 for both networks
● Conducted 30 experiments, average plotted

Results

● The proposed method outperforms the reconstruction done by random node 
selection in terms of accuracy and robustness

● This study has the potential to significantly scale up the reconstruction 
radically transform the operation of various realistic networked systems 
including power grid, transportation, and communication networks 
particularly in a host of military operation scenarios

● This research finds its critical application in the host of military operation 
scenarios 

Conclusions

Objective
Given an undirected sparse network structure over time:
● Reconstruct the network node by node
● Find the order in which the nodes are to be reconstructed

Lasso Convex Optimization [1]
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Fig. 1: Reconstruction of IEEE-118 for 
subset of 60 nodes with noise 𝜎 = 0.03
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Fig. 2: Recon. Error for BA 
𝑚 = 1 with noise 𝜎 = 0.05
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Fig. 3: Recon. Error for BA 
𝑚 = 2 with noise 𝜎 = 0.05
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Fig. 4: Recon. Error for 
IEEE-118 with noise 𝜎 =

0.05

𝑀 = Time instances for simulated 
power flow
𝑁 = Total Nodes in the network
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centered at spike
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Adding Noise: 
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